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Abstract—Impulse-based ultra wideband (I-UWB) is an at-
tractive radio technology for large ad hoc and sensor networks
due to its robustness to harmful multipath effects, sub-centimeter
ranging ability, simple hardware, and low radiated power. To
scale to large sizes, networks often implement distributed medium
access control (MAC) protocols. However, most MAC protocols
for I-UWB are centralized, and they target small wireless personal
area networks and cellular networks. We propose three distributed
MAC protocols suitable for I-UWB. Two multichannel protocols,
called multichannel pulse sense multiple access (M-PSMA) and
multichannel ALOHA achieve high aggregate throughput. A
busy-signal protocol, called busy-signal multiple access (BSMA),
reduces the energy wasted from re-transmitted packets. This
paper describes the three protocols in terms of the protocol’s
operation, the supporting system architecture, and the I-UWB
physical layer. Physical layer simulations confirm the feasibility
of implementing the proposed systems and also provide parame-
ters for network simulations. Network simulations show that the
throughput of M-PSMA exceeds that of a centralized time-division
multiple-access protocol and that the energy efficiency of BSMA
far surpasses that of other distributed protocols.

Index Terms—Ad hoc and sensor networks, busy-signal multiple
access (BSMA), medium access control (MAC), pulse sense, ultra-
wideband (UWB).

1. INTRODUCTION

MPULSE-BASED ultra-wideband (I-UWB) is an attractive
I radio technology for ad hoc and sensor networks due to its
low radiated power, robustness to harmful multipath effects,
sub-centimeter ranging ability, and simple hardware [1]-[4].
Most medium access control (MAC) protocols for -TUWB are
centralized, and they target small wireless personal area net-
works (WPANSs) and cellular networks [5]-[18]. For ad hoc
and sensor networks with a large number of nodes, these proto-
cols impose impractical constraints such as central coordination
(which leads to a central point of failure), more complex hard-
ware, or control traffic overhead.
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To scale to a large size, networks generally implement dis-
tributed MAC protocols because distributed protocols do not
complicate hardware, require central coordination, or add con-
trol traffic overhead [19]-[23]. In a previous study [24], we char-
acterized the network performance of distributed MAC proto-
cols suitable for [-lUWB. In this paper, we further analyze the
operation of three MAC protocols and describe the supporting
system architectures. In addition, this paper presents simula-
tions that reflect physical layer considerations such as channel
effects. These physical layer simulations confirm the feasibility
of implementing the proposed systems and also provide param-
eters for network simulations.

Two of the proposed protocols are classified as multichannel
protocols and the third is classified as a busy-signal protocol.

First, we explore the two multichannel protocols: multi-
channel ALOHA (M-ALOHA) and multichannel pulse sense
multiple access (M-PSMA). Each sub-channel in M-PSMA
and M-ALOHA operates at the full channel data rate, whereas
each sub-channel in a traditional multichannel protocol op-
erates at a fraction of the full channel data rate. An optional
multiuser receiver, which can receive on multiple sub-channels
simultaneously, further improves performance with moderate
additional hardware complexity.

Next, we investigate the busy-signal protocol, i.e.,
busy-signal multiple access (BSMA). BSMA improves en-
ergy efficiency by decreasing the number of collisions and
also by reducing the energy wasted on the collisions that do
occur. Whereas narrowband systems require two transceivers
to implement a busy-tone MAC, the proposed I-UWB system
requires only a single transceiver to save cost, power, and
circuit complexity.

This paper is organized as follows. Section II reviews -UWB
signaling, our base transceiver architecture, and related work
by others on MAC protocols. Section III focuses on the multi-
channel protocols M-PSMA and M-ALOHA, while Section IV
concentrates on the busy-signal protocol BSMA. Sections III
and IV explain the operation, system architecture, and physical
layer considerations for the proposed protocols. Sections III and
Section IV also present physical layer simulation results. Sec-
tion V presents network simulation results, and Section VI con-
cludes this paper

II. PRELIMINARIES

A. I-UWB Signaling

An I-UWB signal consists of a series of sharp pulses with
duration of a few hundred picoseconds to a few nanoseconds.
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The pulses repeat at a pulse repetition interval (PRI) that ranges
from nanoseconds to microseconds. Our proposed MAC proto-
cols benefit from I-UWB signals with a PRI in the approximate
range from 1 ps to 10 ns. We claim that PRIs in this range are
moderate, as described below.

For PRIs shorter than our moderate range, systems must over-
come several challenges. One challenge is that the channel delay
spread starts to become longer than the PRI so an I-UWB com-
munications system encounters significant inter-symbol inter-
ference (ISI). Another challenge is that, as pulses appear more
frequently, each pulse must decrease in energy to meet the Fed-
eral Communications Commission (FCC)’s average (over many
PRIs) power limits of —41.3 dBm/MHz [25]. In addition, the
amplitude of spectral lines relative to the average power in-
creases with decreasing PRI. Thus, a system designer cannot ar-
bitrarily decrease the PRI to improve throughput without some
cost.

For PRIs longer than our moderate range, the pulse repetition
frequency (PRF) (PRF = 1/PRI) approaches the bandwidth
of narrowband victim receivers. The FCC regulates the peak
power of a single pulse! to prevent overloading nearby narrow-
band victim receivers. Thus, a system designer cannot arbitrarily
increase the PRI to improve the signal-to-noise ratio (SNR).

B. Base I-UWB Transceiver

Our base I-UWB transceiver targets CMOS implementation
because the low power dissipation and low cost are suited to
ad hoc and sensor networks. All the critical front-end trans-
ceiver components have been fabricated and tested in a 0.18-pm
CMOS process [26]-[29]. The fabricated components include a
power amplifier (PA), variable gain amplifiers, peak detectors, a
low-noise amplifier (LNA), a phase-locked loop, an analog-to-
digital converter, the filters, and a transmit/receive (T/R) mech-
anism. Instead of using a typical T/R switch, our system toggles
the disable inputs to the PA and LNA. This scheme improves the
switching time to 250 ps (which is much faster than our fastest
PRI of 10 ns), and it avoids the additional noise and insertion
loss of a T/R switch. A pulse sensor unit quickly and reliably
detects I-UWB traffic just as carrier sense detects narrowband
signals [30]. The pulse sensor’s analog components occupy less
than 3% of the total transceiver area, and its digital circuitry
requires a few hundred transistors. The remaining design work
consists of digital blocks for baseband signal processing and for
implementing our proposed MAC protocols.

System-level simulations and CMOS measurements of the
transceiver show that the performance is more than adequate for
ad hoc and sensor networks at moderate pulse rates. The trans-
ceiver achieves a bit error rate (BER) of approximately 2 x 10°*
for a link distance of 10 m in extreme nonline-of-sight (NLOS)
channel conditions at a data rate of 100 Mb/s without channel
coding [31], [32]. Lowering the data rate (via spreading or re-
ducing the pulse rate to around 50 ns, where FCC regulations
begin to limit peak power) can increase the link distance or im-
prove the BER. The transceiver dissipates an estimated 600 ;W
of power when actively transmitting and 180 mW when actively
receiving. Low power design techniques, such as reduced ADC

IThe peak power limit is 20 log (RBW/50 MHz), where “RBW” denotes the
victim receiver bandwidth centered on the frequency of peak UWB power [23].
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resolution or sleep modes, can significantly reduce the average
power from the active power levels [33].

Although the complete transceiver is not integrated in a single
chip, we believe that the fabrication and testing of the front-end
components and the simulations of the system show that there
are no significant barriers to implementing an integrated system.

C. MAC Protocols

Most MAC protocols for I-UWB are centralized, and they
target small WPANs and cellular networks [5]-[18]. A cen-
tral controller assigns concurrent transmissions to multiple
sub-channels via time division multiple access (TDMA) [9],
[10], time-hopping codes [S]-[8], frequency-hopping codes
[11]-[14], or direct sequence codes [15]-[18]. Such central-
ized multichannel approaches are a good strategy for small
networks with heavy traffic and strict quality of service (QoS)
requirements. However, in large ad hoc and sensor networks,
the centralized control does not scale well. Control traffic
significantly increases the amount of overhead, thus wasting
bandwidth and energy. Further, because nodes may not be
easily serviceable (e.g., battlefields), a central failure would
render the network useless.

Some multichannel protocols are modified to distributively
determine a transmission’s sub-channel based on the address of
the receiver [34] or the sender [35]. However, to prevent simul-
taneous transmissions to one node, these protocols incur over-
head to establish a link [34], [35] and may require techniques
such as adaptive coding to mitigate strong multiuser interfer-
ence [34]. Design guidelines for distributed multichannel pro-
tocols are suggested in [36]. In addition to controlling medium
access, a distributed management system may also control QoS
[37].

Instead of altering existing I-UWB protocols to become more
distributed, we propose fundamentally distributed approaches
to scale to large ad hoc and sensor networks. In a distributed
protocol, each node independently decides to transmit without
central guidance. This reduces control overhead, and there is
no central synchronization or central point of failure. However,
as described below, adoption of some existing distributed MAC
protocols is impractical for -lUWB [19]-[23].

ALOHA is a basic distributed MAC protocol that can be ap-
plied to I-UWB in a straightforward manner. In ALOHA, anode
may transmit a data packet anytime, unless it is busy with an-
other packet. If the data transmission succeeds, the target node
responds with an acknowledgment (ACK) packet. Otherwise,
the source node waits a random period of time to retransmit the
data. ALOHA performs well under light traffic, but poorly under
heavy traffic.

In narrowband systems, carrier sense multiple access
(CSMA) improves on ALOHA by requiring a node to check
for a busy medium before transmitting [19]-[21]. For - UWB,
a pulse sensor enables an analogous protocol, i.e., pulse sense
multiple access (PSMA) [30]. However, hidden terminal con-
ditions cause poor performance in CSMA and PSMA.

Narrowband systems mitigate hidden terminal conditions via
collision avoidance (CA) with time-duplexed request-to-send
(RTS) and clear-to-send (CTS) packets. For [-lUWB, the RTS
and CTS packets add excessive overhead in PSMA with CA
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Fig. 1. Throughput for PSMA, PSMA/CA as acquisition time increases. The
transmitting nodes are hidden from one another.

(PSMA/CA) [20], [38]. The narrow pulses, low radiated power,
harsh channel conditions, and strict FCC power limits combine
to produce long acquisition times, which results in excessively
long preambles for the RTS and CTS packets.

Fig. 1 shows the shortcomings of PSMA and PSMA/CA in
a linear network of three -UWB nodes A-B—C. Nodes A and
C are hidden from one another, and they both transmit to B
with a 1-Mb/s data rate. The time between packets follows a
Poisson distribution such that nodes A and C transmit at an av-
erage of 0.5 X offered load. Using serial correlation, practical
acquisition times for [-UWB range from 800 to 1600 us (800
to 1600 symbols), compared to approximately 100 us for a nar-
rowband system. Such long acquisition times significantly de-
grade the throughput for PSMA/CA due to the overhead of the
RTS and CTS packets. PSMA performs poorly due to the hidden
terminal condition. Our proposed MAC protocols exploit the
unique signaling of -UWB to improve performance over PSMA
and PSMA/CA.

III. MULTICHANNEL MAC PROTOCOLS FOR I-UWB SYSTEMS

Multichannel MAC protocols are known to reduce collisions
without the overhead of RTS and CTS packets [22]. A multi-
channel MAC protocol divides a channel of bandwidth W into
Y sub-channels of bandwidth W/N, where N is the spreading
factor or number of time slots. Note that Y is not necessarily
equal to IV, especially in code division. Although multichannel
protocols reduce the link data rate by a factor of NV, they increase
overall network throughput at high offered load. A node may se-
lect from a greater number of (ideally) orthogonal sub-channels
so there is a smaller probability of collisions. However, the re-
duced data rate of each sub-channel incurs a delay penalty at
low offered load.

A. Operation of M-ALOHA and M-PSMA

We propose two distributed multichannel MAC protocols,
called M-ALOHA and M-PSMA, that exploit the inherently low
duty cycle of I-UWB to implement sub-channels. Depending
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on the pulse rate and channel conditions, I-UWB signals may
contain a large amount of “dead time” between pulses. This
dead time is used to time-interleave additional sub-channels.
Each sub-channel maintains the full data rate, so the network
increases throughput without increasing delay.

In M-PSMA, nodes may transmit any time they sense an idle
channel. If a node senses activity, it waits until after the medium
is free to retransmit. A source node also waits for a random pe-
riod of time to retransmit if it does not receive an acknowledge-
ment. The random time period is bounded by a binary expo-
nential. The operation of M-ALOHA is similar, but it does not
check for an idle channel before transmitting.

The M-PSMA and M-ALOHA protocols provide multiple
time-interleaved channels by allowing concurrent transmissions
of nonoverlapping pulse trains. During an initial reception, the
receiver may acquire (for a multiuser receiver) or ignore (for a
single-user receiver) other concurrent nonoverlapping transmis-
sions. For example, in Fig. 2, two nodes sense an idle channel at
time 7 so they simultaneously start transmitting at time 77 to
the same receiver. The receiver detects an incoming transmis-
sion through the pulse sensor. Transmitter2 is closer, so its first
pulse arrives at time 75, while Transmitter1’s first pulse arrives
at Ts. After some time, a single acquisition circuit detects the
arrival time of the two pulse trains within a PRI. If the receiver
is a multiuser receiver, two clock recovery circuits track Trans-
mitter2’s pulse train starting at 7 and Transmitter1’s pulse train
starting at T5. The receiver time-shares a single demodulator
between the incoming signals. If the transmissions target dif-
ferent nodes, the receiver would track and decode only its own
transmission. If the receiver is single user, it would track only
Transmitter2’s pulse train and ignore Transmitter1’s pulse train
because Transmitter2’s pulse train precedes Transmitterl’s.

If two or more nodes transmit simultaneously, a collision can
occur only if the pulses (including multipaths) overlap within
a PRI. To quantify this, consider a version of M-ALOHA that
allows up to D sub-slots2 per PRI, so there may be maximum
of D simultaneous transmissions that do not share any common

2We use the term “sub-slot” to denote the number of multipath-delay-spread-
sized time units within a PRI. This is to differentiate a sub-slot from a slot, which
often denotes a packet-sized unit of time in a slotted MAC protocol.
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sub-slots. For X nodes transmitting, the probability Ps that two
or more nodes share a slot is

D!
PSZ{l_((D—X)!DX)’ Xsb
1, X >D.

We now consider the performance of a system with D = 40
slots because a long multipath delay spread is 25 ns [39], a
1-Mp/s pulse rate has a PRI of 1000 ns, and 1000/25 = 40.
From (1), it is improbable (Ps = 0.025) that two concurrent
transmissions (X = 2) overlap in time at a single receiver.
Ps gradually approaches 100% as X increases to D, but it
also becomes increasingly improbable that many more than two
nodes transmit concurrently because the number of possible in-
terfering transmissions is limited by the number of neighbors.
To ensure a connected topology in large networks with power
control, note that the critical number of neighbors is approxi-
mately In z, where z is the total number of nodes [40].

The probability that X neighbor nodes transmit during a
packet time is designated Pr = P (X nodes transmit), and
this probability depends on the application. For illustrative
purposes, we assume the nodes transmit with a Poisson dis-
tribution at a mean rate of G packets per packet time. Since
the number of nodes transmitting is independent of the time of
transmission within a PRI, Pr and Ps are independent. The
probabilities of collision for the proposed M-ALOHA protocol
and for a single-channel protocol are

Pgultlchannel — E PT X PS (2)
X>1
single channel __
s S 3
X>1

For X suchthat2 < X < D, Pg‘““id‘a“ml must be less than
pgrale channel pecause 0 < Ps < 1. This decreased probability
of collision is a huge benefit compared to a single-channel pro-
tocol in which the probability of collision is 100% if two or more
nodes transmit simultaneously.

For the proposed multichannel I-UWB protocols, the proba-
bility of a collision remains low even when G is greater than
the number of packets per packet time, i.e., the protocol can
offer a throughput larger than the aggregate data rate. For ex-
ample, with G = 3.0, the above M-ALOHA protocol has a 90%
(1— pgwitichannel) chance of a successful transmission, whereas
a single channel protocol has only a 20% (1 — Pg ngle channely
chance of success. Thus, M-ALOHA and M-PSMA can miti-
gate the reduction in throughput caused by collisions without
the overhead of handshaking packets.

B. System Architecture

For each sub-channel, the receiver in Section II (in either a
single-user or multiuser configuration) collects signal energy over
a time window T = 3 ns around the strongest multipath cluster
from the signal of interest. The receiver can resolve a single signal
within Ty so 3 ns is also the minimum sub-slot time.

Multiuser receivers, which can receive on several sub-chan-
nels concurrently, improve performance over a single channel
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receiver [22]. However, traditional multiuser receivers are un-
suitable for large ad hoc and sensor networks. A receiver under
a TDMA protocol is inherently multiuser, but it requires cen-
tralized control. A multiuser receiver under a code-division pro-
tocol requires separate correlators for each sub-channel, and a
multiuser receiver under a frequency-division protocol requires
a separate front-end for each channel.

Under M-PSMA and M-ALOHA, an I-UWB system can im-
plement a multiuser receiver with simpler hardware and no cen-
tral control [41]. Each supported sub-channel requires only a
dedicated clock recovery circuit. If the receiver detects more
than one incoming transmission during acquisition, it assigns
an available clock recovery circuit to each nonoverlapping in-
coming transmission. After acquisition, the acquisition circuit
continues to look for nonoverlapping transmissions. Since the
resolvable transmissions do not overlap, they may time-share a
single front end and a single decision block.

C. Physical Layer Design Considerations

When the pulses from two interleaved pulse trains appear
close in time to each other, the multipath spread from the first
pulse interferes with the second. The effective interference is
determined by the delay between the pulses, the signal to inter-
fering signal (S/I) level, the channel power delay profile, and the
channel delay spread. The receiver must separate the intended
signal from the received signal r(¢) in (4) as follows:

r(6) = si(t—ti)xhi () + Y s (t—t;)*h; ()
€] JjEJ
+ D sk (t— ) wha (£) + n(t) @)

keK

data signal from a node ¢ € I, the set of all nodes

whose transmissions experience a collision;
data signal from a node j € J, the set of all nodes

whose transmissions experience interference, but

not a collision;
data signal from a node k£ € K, the set of all nodes

whose transmissions do not experience interference

or a collision;
ti, time offset of arrival within a PRI of signal from

node:.Vi € I, Inst. (t; —t,) < Ty fori # n and

receiver time window 1j;
t; time offset of arrival within a PRI of signal from

node j.Vj e J,Ins.t (t; —t,) < D for j # n;
also, V j, n, Ty < (tj —t,,) for j # n, where D is
the multipath delay spread;

tr time offset of arrival within a PRI of signal from

node k. YV k, n, D < (tx — t,) for k # n;
i(t)  channel response from node ¢ to the receiver;
210
x(t) channel response from node % to the receiver;
n(t)

> S

channel response from node j to the receiver;

>

noise at the receiver.

As implied by (4), nodes can be broken into the three groups
I, J,and K. First, consider the case with a received transmission
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Fig. 3. Interference from overlapping transmissions.

from node ¢ € I. Since the receiver in Section II cannot differ-
entiate between signals that arrive within one time window T
of each other, it discards all transmissions from nodes in group
I, and they are considered as collisions.

Using physical layer simulations in Agilent’s Advanced De-
sign System (ADS), we characterize the interference from a
node n to a node m € J or K. The simulations use binary
phase-shift keying (BPSK) modulation, and the second arriving
pulse is 6 dB over the receiver’s minimum sensitivity level.
The power level of s, (t) results in S/I levels from —10 dB to
+10 dB to encompass a 10-m radius. Although an S/I level of
+10 dB places the average interference power below the sen-
sitivity level, the instantaneous power may affect reception. We
also vary the delay (¢,, —t,) between the pulses. We start with a
delay of Tj (3 ns) and stop when s,,(t) no longer interferes with
$m/(t). Fig. 3 shows simulation results from an average of 20
random implementations of the IEEE 802.15.3a channel model
CM4 [39]. As expected, the interference decreases as the delay
between pulses increases and as the S/I ratio increases.

For a node j € J, the pulses arrive at the receiver at least
one time window later than a pulse from node 7, and multi-
paths from s,,(¢) interfere with s;(¢). For example, with an S/I
of —10 dB, Fig. 3 shows that s,,(¢) adds an average of approx-
imately 8.5 dB of noise to s,;(¢) when the time difference is T}
and an average of 2 dB of noise when the time difference is two
rms delay spreads.

For anode k € K, multipaths from s, (¢) do not significantly
interfere with s (¢). We consider a transmission to be from a
node in K if it experiences an effective noise level less than a
cutoff of 0.1 dB. For an S/I of —10 dB, Fig. 3 shows that this
occurs around a time difference of five rms delay spreads.

Results similar to Fig. 3 characterize the interference among
transmissions for the network simulations in Section V. Instead
of using an average, each link has a unique channel model. The
added noise is obtained for each pair-wise set of transmissions
from lookup tables indexed by the S/I ratio, the channel model,
and the time difference between pulses.

IV. BUSY-SIGNAL MAC PROTOCOL FOR I-UWB SYSTEMS

M-ALOHA and M-PSMA improve throughput, but collisions
still waste energy by forcing nodes to retransmit entire packets.
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Fig. 4. Types of duplexing [45].

Collision detection or CA could reduce the wasted energy. How-
ever, collision detection normally requires an additional trans-
ceiver to duplex feedback signals in a frequency band separate
from the data. From Section II, CA adds excessive overhead in
I-UWB. An energy-efficient busy-signal MAC protocol, called
BSMA, that avoids the hardware cost of collision detection and
the overhead of CA is proposed here.

A busy signal provides three important services to the MAC
layer, which are: 1) preventing nodes within range of the des-
tination from initiating a transmission; 2) informing the source
node of a successful transmission; and 3) requesting the source
node to terminate transmission of a corrupt packet so it does
not waste energy transmitting the entire packet. The busy signal
effectively acts as a symbol-level ACK. BSMA may require a
busy signal to be emitted by any node that detects a transmis-
sion [42], or by the destination node only [43]; or first, by any
node that detects a transmission and then, by only the destina-
tion node after address decoding is complete [23]. Our imple-
mentation follows that in [23].

A. Duplexing

To implement a busy signal, a transceiver must be capable
of full duplex operation [44]. Narrowband radios implement
full duplex operation with frequency division duplexing (FDD),
which requires two transceivers in different frequency bands.
The FDD system in Fig. 4(a) can transmit a busy signal and re-
ceive a data signal simultaneously, but the additional frequency
band is inefficient in hardware complexity, power dissipation,
and spectral usage.

Since FDD is expensive, narrowband systems usually im-
plement time-domain duplexing (TDD), as shown in Fig. 4(b).
CA protocols use TDD, and the acquisition overhead for each
time-duplexed packet incurs penalties in throughput, energy ef-
ficiency, and latency. Further, a TDD system cannot detect a
packet error until after the transaction completes, thus it wastes
energy transmitting corrupted data. TDD is especially unattrac-
tive for energy-sensitive networks operating in harsh channel
conditions

We propose a fine-grained half duplex for I-UWB that
achieves full duplex performance with a single transceiver.
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An I-UWB signal is not continuous in time like a narrowband
signal, thus the idle time between data pulses can serve as
a feedback channel for a busy signal. The I-UWB system in
Fig. 4(c) achieves full duplex performance without the energy,
latency, and throughput penalty of the TDD system and without
the additional frequency band of the FDD system. Starting
in receive mode, a transceiver receives a data pulse. It then
switches to transmit mode and transmits a busy-signal pulse.
After transmitting, it switches to receive mode and prepares
for the next data pulse. The fine-grained half duplex switches
between receive and transmit modes on a symbol level, but it
appears as full duplex at the MAC level.

B. System Architecture

Fig. 5 compares an FDD architecture for narrowband radios
to the proposed fine-grained half duplex architecture for -lUWB
radios. An ad hoc network has no base station to translate be-
tween frequency bands for inter-node communication. There-
fore, the narrowband radio in Fig. 5(a) must be capable of op-
erating in either band, depending upon whether it is a source
or destination node. The dual bands result in a radio, with two
transceivers and two circulators, that demands more than twice
the power and hardware cost of a single transceiver. The feed-
back channel also degrades spectral efficiency.

With the proposed I-UWB system in Fig. 5(b), the low duty
cycle allows a single transceiver to access a feedback channel in
the same frequency band as the transmitted data. Since the data
signal and the busy signal share a band, they also share RF cir-
cuitry. The switching time between transmit and receive modes
determines the minimum PRI. The receiver in Section II toggles
the disable inputs to the PA and the LNA to achieve a switching
time of 250 ps, which is much faster than our fastest PRI of
10 ns. The proposed I-UWB transceiver significantly reduces
circuit cost and power dissipation as compared to a narrowband
FDD transceiver. Further, the system leverages the low transmit
power of [-[UWB by transmitting a busy signal for the duration
of a successful transaction, while only periodically checking for
a busy signal.

IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES, VOL. 54, NO. 7, JULY 2006

C. Physical Layer Design Considerations

A node ¢ under BSMA can be a source node, a destination
node, or an idle node. The busy signal should not degrade data
reception at a destination node, and it should be easily detectable
by a source node or an idle node with data to transmit. Interfer-
ence complicates these goals. After the destination node trans-
mits a busy signal, the multipath channel causes a long ring
down time, and some of the busy-signal multipaths could inter-
fere with data reception. Likewise, the source node’s data signal
may interfere with busy-signal detection. When multiple nodes
emit busy signals, they may interfere with both data reception
and busy-signal detection. The received signal 7,(¢) for a node
q is given in (5) as follows:

Tq (t) =TLNA (t) * |:$PA (t) *Sq (t — td>
+ 8p (t = tp,q) *hpq () + ()
+ > dy (E =ty g) xhy g (1)

'Ue.‘f
F Y bt 0] ®
uelU
where

xpa(t) impulse response of the PA in state w € [on, off];

zLna(t)  impulse response of the LNA in state
w € [off, on];

$q(t) signal transmitted by node ¢ (data or busy
signal);

5p(t) signal received by node ¢ from its link partner,
node p;

by (1) signal from a node u € U, the set of all nodes
# p transmitting a busy signal, including ¢ if
it is a destination;

dy(t) signal from a node v € V/, the set of all nodes
# p transmitting a data signal, including ¢ if it
is a source;

ha q(t) channel impulse response of any node z to node
q;

log propagation delay from any node x to node g¢;

ta internal delay from the transmitter to the

receiver;
the receiver noise at node q.

n(t)

A node should mitigate the strong interference from its own
transmission s, (t) such that ideally

/ZULNA (t) *xpa (1) x84 (t — tq)dt = 0. (6)

Since the switching time is not instantaneous, we enable/disable
the PA/LNA such that either w or w is always off. Thus, to
prevent interference from s, (t), the timing sequence consists of
0.25 ns for the transition [&) = on — @ = off], 0.25 ns for the
transition [w = off — w = on], the transmitted pulsewidth time
(usually less than 1 ns), 0.25 ns for the transition [w = on —
w = off], and 0.25 ns for the transition [« = off — w = on].
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Fig. 6. Overlap effect at source node [45].

Next, a node should separate §,(¢) from other data and busy
signals and from its own reflected multipaths such that ideally

/ D bu(t = tug) #hag (£) + D dy (E = tug) #ha g (£)
u#p u#p
#8p (t —tp.g) *hp o (£)dt = 0. (7)

To mitigate the interference in (7), we separate the data signal
from the busy signal. Spreading the busy signal, as in direct-se-
quence ultra-wideband (DS-UWB)), differentiates the busy signal
from the data signal [17]. To prevent multiple busy signals from
combining destructively, the DS-UWB code minimizes autocor-
relation. Orthogonal pulse shapes also separate the busy signal
from the data signal. Finally, node ¢ estimates and equalizes the
reflections from its own transmitted signal. Such equalization is
relatively simple because the signal is known.

The phenomenon of overlap may also degrade performance
[44], [45]. Depending on the link distance, a busy-signal pulse
may overlap a data pulse in time at either the source node or des-
tination node. For clarity, we allow the destination to time its
busy-signal transmission to avoid any overlap with the received
data signal. Thus, a source node may lose a portion of the busy
signal when it transmits a data pulse with its PA enabled (w = on)
and its LNA disabled (@ = off). Fig. 6 illustrates overlap at a
source node. At Time 1, the source node transmits a pulse, which
arrives one propagation time T}y, later at the destination node
at Time 2. At Time 3, the destination sends a busy-signal pulse
exactly 0.5 - PRI s after the arrival of the first data pulse. Fi-
nally, at Time 4, the source node receives the busy-signal pulse.
In Fig. 6(a), the link distance is ¢ - PRI m so the round-trip prop-
agation time is 2 - PRIs. Therefore, the busy-signal pulse arrives
2.5 - PRI s after the corresponding data pulse. In Fig. 6(b), the
link distance is 0.75 - ¢ - PRI m, the round-trip propagation time
is 1.5 - PRIs, and the busy-signal pulse arrives 2 - PRI s after the
corresponding data pulse. Since the source node is transmitting,
it loses energy from the busy signal. Note that Fig. 6 shows only
the first multipath of a busy signal; in reality, a receiver could de-
tect some portion of the multipath energy.

A source node should mitigate overlap such that ideally

/:L'LNA (t) %8, (t — ty.q) %hy o (1) dt

= /§p (t —tp,q) *hy g (B)dt. (8)
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To completely avoid overlap, both the source and destination
nodes may wait for the maximum multipath delay spread of
Duitipath between receiving a busy-signal (data) pulse and
transmitting a data (busy signal) pulse. Thus, for a maximum
link distance of R,,x, a PRI can satisfy (8) if [45]

Roax
PRI > 2- <T + Dmultipath) . (9)

At shorter PRIs, the source node may lose up to 2 ns of the
busy-signal energy from overlap and from the enable/disable
timing resulting from (6). The DS-UWB scheme reduces the
energy loss by spreading the busy-signal energy over a longer
time period. Further, the energy from multipath reflections is
available over a much longer period than 2 ns.

To mitigate the interference in (7), we have suggested three
techniques, which are: 1) separating the busy signal from the
data signal via DS-UWB and orthogonal pulse shapes; 2) mini-
mizing destructive busy-signal interference by using a spreading
code with low autocorrelation; and 3) equalizing self-interfer-
ence. Fig. 7 compares the simulated performance of our pro-
posed techniques (labeled Proposed) to a baseline I-UWB busy
signal with none of the techniques (labeled /-UWB) and to an
ideal case with no interference or overlap. The figure considers
three interference scenarios. In the first, there is no overlap and
a single busy signal. In the second, there is a single busy signal,
and the strongest busy-signal multipaths overlap the data signal.
In the third scenario, six busy signals may encounter overlap and
are further corrupted by the data signal multipaths.

Fig. 7(a) shows the performance from the perspective of the
source node. We simulate the probability of detection versus
the probability of false alarm for a busy signal arriving at the
source node with 3 dB less power than the data signal reflec-
tions. The destination limits its power so the strongest received
busy signal has an SNR of 4 dB after an 11-dB noise figure at
the antenna terminals. This SNR corresponds to a 10-m link dis-
tance at 100 Mb/s under FCC limits. The SNR is purposefully
low to better compare the relative performance of the proposed
methods to the ideal case. Actual systems can achieve signifi-
cantly better absolute performance with multiple looks, lower
data rates, or shorter link distances.

The proposed techniques improve performance for all three
scenarios as compared to the baseline -UWB case. Without
overlap, equalization provides most of the performance gain.
With overlap, the DS-UWB signal is responsible for the gain
because the source node receiver loses less busy-signal energy.
For multiple busy signals, the techniques result in smaller gains
over the baseline [-UWB case because the source can detect any
of the -UWB busy signals. Note that one data point for Scenario
3 attains a higher probability of detection (100%) than the ideal
case, and this is because the simulations require an impractical
number of symbols to report any missed detections.

Fig. 7(b) shows the performance of the proposed techniques
from the perspective of the destination node at different PRIs.
The reflections from the busy signal result in a data signal to
interference ratio of —3 dB. We consider the same scenarios as
for the source node with the exception of Scenario 2 because the
destination node times its transmission to avoid overlap.
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Fig. 7. Performance of the techniques proposed to mitigate interference and
overlap in a busy-signal MAC protocol.

In the ideal case, the busy signal adds zero noise to the in-
coming data transmission. Of the proposed techniques, equal-
ization is mostly responsible for reducing the noise, and the
small amount of noise is due to 8-bit quantization. The estima-
tion and equalization process is relatively simple because the
busy signal is known. Without our techniques, a busy signal adds
significant noise to the received signal at short PRIs. Further,
multiple busy signals add more noise than a single busy signal
because the destination node cannot control the time at which
it receives the other busy signals. Without our techniques, a de-
signer may need to considerably adjust the PRI (and, thus, the
data rate) to meet link budget constraints.

We apply results similar to Fig. 7 in network simulations.
Each pair-wise link obtains an interference level from lookup
tables indexed by link distance, PRI, and channel instance.

V. NETWORK PERFORMANCE RESULTS

In [24], we presented basic network simulation results. Here,
we incorporate the physical layer effects in Sections III and IV
into the ns-2 simulation models. The results improve slightly over
the worst case assumptions in [24]. We characterize the network
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performance in terms of throughput, delay, and energy efficiency.
The throughput is defined as sum of the rates (bits per second) of
traffic the physical layer offers to the MAC layer of each destina-
tion node. The delay is defined as the average time a successful
packet spends between the source MAC layer and the destination
MAC layer. The energy efficiency is defined as the energy ex-
pended for a successful data packet divided by the total energy
expended for all transmitted and received signals (note that [24]
considered only the energy for data packets, not for all signals).
These quantities are plotted against the offered load, which is de-
fined as the sum of the rates (bits per second) of traffic that the
network layer offers to the link layer over all nodes.

Twenty different random topologies are averaged to obtain
the graphs for throughput, delay, and energy efficiency. For each
simulation, we place 225 stationary nodes in random positions
ina 75 m X 75 m square area. Within a simulation, each node
transmits 50 000 packets at power limits that result in a max-
imum link distance of approximately 10 m. Each topology pro-
duces a large variation of distances and S/I values over all pos-
sible links, but the results follow very similar trends.

The I-UWB physical layer and channel model are implemented
as custom blocks in ns-2. The packet format is from [17] with a
maximum data size of 4095 B and an acquisition period of 900
bits. The large maximum packet size allows the receiver to offset
the overhead of the acquisition time. Traffic follows a Poisson dis-
tribution with a random source and destination for each packet.
We use a spreading code only for the DS-UWB busy signal in
Section IV, and there is no channel coding; so one data pulse
represents one data bit. This allows us to focus on the perfor-
mance of the proposed protocols—instead of the performance of
a code—under the presence of the interference in (4) and (5).

To support an [-UWB physical layer, we alter ns-2 to allow si-
multaneous transmissions to coexist without immediately drop-
ping a packet. To decide if a packet is dropped, ns-2 first ascer-
tains the interference level. The interference is added to a link
budget that has been calculated from system-level simulations
[31], [32]. A node then drops a packet if the total interference ex-
ceeds the link budget including a 6-dB safety margin. The MAC
protocols determine the unique interference level for each trans-
mission from lookup tables.

All simulations use the 802.15.3a CM4 model because of the
long rms delay spread (25 ns) [39]. Each pair-wise link ran-
domly realizes a different channel model instance, and the char-
acteristics remain constant over the duration of a packet.

The M-PSMA and M-ALOHA protocols obtain the interfer-
ence level from lookup tables of physical layer simulation re-
sults similar to Fig. 3. For each transmission, the interference
depends on the channel model between each pair of nodes, the
time offset between pulses, and the S/I level of the interfering
signal. The results of the lookup tables also place each trans-
mission in group I, J, or K. Recall from Section III that the
interference level is zero for transmissions in group K and that
the receiver drops all packets in group I.

For BSMA, the source node determines the probability of
detecting a busy signal from physical layer simulation results
similar to Fig. 7(a). Lookup tables provide the probabilities for
each transmission from the S/I ratio, the amount of overlap, and
the channel model. If the source node does not detect the busy
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signal, it terminates the transmission and re-transmits the packet
later. The destination node determines the interference level in
the received data signal via lookup tables indexed by the S/I
ratio, PRI, and channel model. If the interference causes the
transmission to exceed the link budget, the destination drops the
transmission. As in M-PSMA and M-ALOHA, each pair-wise
link uses a different channel model.

To focus on our proposed techniques, the simulator drops
packets due to the interference in (4) and (5)—and not due to
noise. Further, we do not include narrowband interference, as
physical layer simulations show that typical narrowband inter-
ference does not significantly impact our receiver [31], [32].

For the RF circuit components, the energy dissipation is mod-
eled from measurements of our CMOS test chips. For the dig-
ital computations associated with the MAC Layer, we model the
energy with an average computational energy cost per bit. Note
that, unlike narrowband systems, the baseband processing en-
ergy of -lUWB systems is comparable to the transmission en-
ergy. The receiver’s energy dissipation includes the bias cur-
rent of active devices, the startup energy of active devices, and
the processing energy. The transmitter’s energy dissipation in-
cludes the radiated energy in addition to the above sources.

For the simulations, our ns-2 implementations of the pro-
posed MAC protocols are unslotted. In an actual deployment,
the cost of centrally synchronizing the slots would be undesir-
able. In M-PSMA, PSMA/CA, and BSMA, nodes may transmit
any time they sense an idle channel. In M-ALOHA, nodes may
transmit at any time.

In Figs. 811, the throughput and offered load are normalized
to the data rate of a single link. Thus, it is possible for the nor-
malized throughput of the entire network to exceed unity—the
maximum link data rate. Two conditions may cause the network
throughput to exceed unity, which are: 1) spatial separation al-
lows two simultaneous transmissions or 2) the pulses of two si-
multaneous transmissions under M-PSMA or M-ALOHA are
separated in time within a PRI at the receiver.

First, we evaluate the throughput of M-ALOHA and M-PSMA.
Fig. 8(a) varies the number of number of sub-channels M (the
number of signals that the multiuser receiver in Section III can
simultaneously decode) from M = 1to M = 16 at 1 Mp/s. In
all cases, M-PSMA achieves a higher throughput and is more
stable than M-ALOHA. As a multiuser receiver supports more
sub-channels, performance improves for both protocols, but
reaches a limit around M = 4 for M-PSMA and M = 8 for
M-ALOHA. This is because it is highly improbable for a node
under M-PSMA to receive more than four simultaneous trans-
missions. The clear channel assessment (CCA) prevents any
node within range of a transmitter from initiating a transmission
so only hidden nodes may compete for the extra sub-channels
of a multiuser receiver. Thus, adding more than four sub-chan-
nels in the multiuser receiver does not improve throughput for
M-PSMA in our topologies. In M-ALOHA, nodes do not check
the medium before transmitting. Thus, its performance reaches
alimit at M = 8 because it is unlikely that a node receives more
than eight simultaneous transmissions. (On average, less than
5% of the nodes have more than eight neighbors).

Fig. 8(b) shows that the benefits of M-PSMA and M-ALOHA
diminish as the pulse rate increases. For a clearer comparison
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Fig. 8. Throughput for M-PSMA and M-ALOHA.

among pulse rates, the simulations assume that the hardware
scales in proportion to the pulse rate. For example, at 100 Mp/s,
the inter-frame times and pulse sense times are 100 times faster
than at 1 Mp/s. However, the channel delay spread remains the
same, thus, overlap is more probable at higher rates. The sim-
ulations consider a single-user receiver with M = 1 sub-chan-
nels for all pulse rates. At 1 Mp/s, the 1000 ns PRI is much
longer than the rms delay spread, thus, most transmissions fall in
group K. For M-PSMA, the throughput declines rapidly beyond
16 Mp/s and reaches a floor by 32 Mp/s. Beyond the throughput
floor, M-PSMA operates similarly to a single-channel narrow-
band system, where simultaneous transmissions always overlap.
This is because the PRI is on the order of the channel rms delay
spread, thus, it is likely that a transmission falls in group I or J.
The throughput of M-ALOHA transitions more gradually, but
also reaches a floor around 32 Mp/s. Further, M-ALOHA be-
comes unstable at high offered loads.

Next, we evaluate the energy efficiency for M-PSMA and
M-ALOHA. Fig. 9(a) varies the number of sub-channels in a
multiuser receiver from M = 1to M = 16 at 1| Mp/s. Forall M,
M-PSMA achieves greater energy efficiency than M-ALOHA.
Additionally, M-PSMA remains efficient at high offered loads,
whereas the efficiency of M-ALOHA approaches 0% at high of-
fered load for all M. Again, performance reaches a limit around
M = 4 for M-PSMA and M = 8 for M-ALOHA. Fig. 9(b)
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Fig. 9. Energy efficiency for M-PSMA and M-ALOHA.

shows that the energy efficiency decreases as the pulse rate in-
creases because the reduced number of time slots cause more
collisions. For M-PSMA, the energy efficiency starts to decrease
rapidly around 16 Mp/s and reaches a floor by 32 Mp/s. The ef-
ficiency of M-ALOHA transitions more gradually, but it also
reaches a floor around 32 Mp/s.

Next, we compare the performance of BSMA, M-PSMA, and
M-ALOHA to a baseline distributed PSMA/CA protocol and
to a baseline centralized TDMA protocol. Note that the pro-
posed techniques in Section IV keep the performance of BSMA
roughly independent of pulse rate3 so we simulate at 1 Mp/s for
a fair comparison among protocols. The number of sub-chan-
nelsis M = 1, except for TDMA, which has M = 8 time slots.
For TDMA, an omniscient central controller perfectly schedules
time slots for exclusive channel access and spatial multiplexing.
In an actual ad hoc network, the centralized control and single
point of failure for TDMA is undesirable.

Fig. 10(a) shows that M-PSMA attains an even higher
throughput than centralized TDMA with perfect scheduling.
M-PSMA outperforms TDMA, BSMA, and PSMA/CA be-
cause it allows sub-channel interleaving; and it outperforms
M-ALOHA because it checks for a busy medium before trans-
mitting. The random scheduling of BSMA achieves a throughput

3The 2-ns switching time required by (6) does limit the performance of
BSMA, but only for PRIs well below our moderate range. A full switching
cycle limits the maximum pulse rate to 250 Mp/s = 1 pulse/(2 X 2 ns)
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Fig. 10. Performance comparison of M-PSMA, PSMA/CA, M-ALOHA,
BSMA, and TDMA [24].

close to the perfect scheduling of TDMA. BSMA avoids most
collisions, and it efficiently handles collisions when they do
occur. BSMA outperforms PSMA/CA because the handshaking
packets add overhead. Further, BSMA allows transmissions
under exposed node conditions, whereas PSMA/CA does not.
M-ALOHA performs worse than even PSMA/CA at high offered
loads because the lack of virtual CCA or a pulse sensor results
in a considerable number of collisions.

Fig. 10(b) compares the energy efficiency of M-PSMA,
M-ALOHA, and BSMA to PSMA/CA and TDMA at 1 Mp/s.
From the perspective of energy efficiency, the protocols rank
much differently than from the perspective of throughput.
BSMA is the most energy efficient distributed protocol, and
it performs nearly as well as centralized TDMA. BSMA out-
performs PSMA/CA because the RTS packets may directly
collide with data packets or indirectly cause collisions by in-
terfering with control packets. BSMA outperforms M-ALOHA
and M-PSMA because neither multichannel protocol has a
mechanism to detect or avoid collisions. At low offered load,
the energy efficiency of M-PSMA follows that of PSMA/CA.
At high offered load, M-PSMA attains about half the energy
efficiency of PSMA/CA, but it outperforms M-ALOHA be-
cause it checks for channel activity before transmitting. Under
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M-ALOHA, most transmissions collide with each other at
high offered load, and the energy efficiency approaches 0%. In
Fig. 10, M-ALOHA and M-PSMA operate under single-user
receivers so they may drop some transmissions due to a busy
receiver. Note, however, that increasing M to M = 16 still does
not improve the energy efficiency of M-ALOHA or M-PSMA
to that of BSMA.

Ignoring the relatively small propagation time, the average
transmission delay D of a packet is [22], [41]

D:<%—1>X(N+5)+N (10)
where G is the offered load, S is the throughput at G, 1/N
is a sub-channel’s proportion of total link bandwidth, ¢ is the
average retransmission delay computed from the simulations,
and N + § is the normalized average delay between successive
retransmissions. We compare the delay of a 1-Mp/s M-PSMA
system to a hypothetical 1-Mp/s TDMA system that can achieve
the same throughput at each M. We show M-PSMA only be-
cause it outperforms M-ALOHA, and BSMA has no advantage
in delay over TDMA. Fig. 11 plots the M-PSMA delay with
solid lines and the TDMA delay with dotted lines. TDMA incurs
a much longer delay than M-PSMA for low offered load (i.e.,
when G/S is close to 1). This is because each sub-channel’s
bandwidth decreases by a factor of N so it takes N times longer
to transmit a packet on an empty channel. For the proposed
M-PSMA MAC, N is always one because each successful trans-
mission uses the full channel bandwidth.

VI. CONCLUSION

[-UWB is an attractive radio technology for ad hoc and sensor
networks due to its robustness to multipath fading, sub-cen-
timeter ranging ability, and low-cost low-power hardware. We
have proposed three distributed MAC protocols that are custom
tailored to large ad hoc and sensor networks with -UWB radios.
None of the protocols significantly complicates hardware, adds
control traffic overhead, or has a central point of failure. The
proposed protocols outperform more general approaches such
as CA or time division.
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The two multichannel MAC protocols, i.e., M-PSMA and
M-ALOHA, can significantly reduce the probability of col-
lision, depending on the PRI and the channel conditions. In
contrast to traditional multichannel MACs and handshaking
schemes, M-PSMA and M-ALOHA improve performance
without reducing link bandwidth, increasing delay, adding
hardware complexity, or adding handshaking overhead. In
terms of throughput and delay, M-PSMA outperforms all other
protocols, and it is suitable for distributed networks that require
a high aggregate throughput. A multiuser I-UWB receiver,
which can receive several time-interleaved transmissions con-
currently, further improves throughput, and it brings the energy
efficiency of M-PSMA close to that of PSMA/CA.

The busy-signal protocol, i.e., BSMA, provides superior en-
ergy efficiency over other distributed MAC protocols because
source nodes can assess the status of ongoing data transmis-
sions. Hence, BSMA is a suitable protocol for energy-sensi-
tive networks. Whereas narrowband systems require two trans-
ceivers to implement a busy-signal MAC protocol, our -lUWB
system requires only one transceiver to save cost, power, and
circuit complexity. Simulations show that our physical layer de-
sign techniques result in a busy signal that is easily detectable
and that does not interfere with data reception.
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