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Abstract—Impulse-based ultrawideband (I-UWB) is an attrac-
tive radio technology for large ad hoc and sensor networks due
to its robustness to multipath effects, subcentimeter ranging abil-
ity, simple hardware, and low radiated power. Large distributed
networks, such as ad hoc and sensor networks, often implement
distributed medium access control (MAC) protocols based on
carrier sense multiple access (CSMA). In CSMA, narrowband
systems check for medium activity before transmitting by checking
for in-band energy around a carrier frequency. I-UWB systems
lack a carrier, and the narrow pulses, low radiated power, harsh
channel conditions, and strict Federal Communications Commis-
sion power limits present challenges in detecting medium activity.
We propose a pulse sensor for I-UWB systems that overcomes the
challenges of quickly, reliably, and efficiently identifying medium
activity. The pulse sensor enables distributed MAC protocols for
I-UWB radios that are analogous to CSMA for narrowband ra-
dios. Simulations show that the proposed pulse sensor architecture
is practical for I-UWB radios.

Index Terms—Ad hoc networks, carrier sense, medium access
control (MAC), sensor networks, ultrawideband (UWB).

I. INTRODUCTION

S INCE the Federal Communications Commission’s (FCC)
historic allocation of spectrum in 2002, ultrawideband

(UWB) radio communication has attracted an enormous
amount of interest from scientific, commercial, and military
sectors [1]–[4]. Ongoing developments in wireless technology
and embedded systems have also spawned extensive research in
wireless ad hoc and sensor networks [5], [6].

For ad hoc and sensor networks, an impulse-based UWB
(I-UWB) radio has several advantages over narrowband radios
[7]. First, the low radiated power is at least an order of magni-
tude less than typical narrowband radios [8], [9]. This leads to
advantages such as low probability of detection and intercept,
reuse of existing spectrum, minimal impact to existing users,
and low transmit power [10]. Next, the wide bandwidth enables
an extremely high data rate, which can be traded for longer
range or more robust operation [11]. The wide instantaneous
bandwidth also enables fine time resolution for use in radar,
imaging, and ranging. Resilience to harmful multipath effects
permits placement of I-UWB radios in areas inhospitable to
narrowband systems, such as inside metal ship hulls [2]. The
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ranging ability allows nodes to accurately discern location
(subcentimeter ranging is possible), which can be an impor-
tant service for applications and network protocols [12], [13].
Finally, the carrierless nature of I-UWB gives it the potential
for simple low-power low-cost circuit implementations without
intermediate oscillators and mixers [14].

To scale to a large number of nodes, ad hoc and sensor
networks generally adopt distributed medium access control
(MAC) protocols [8], [9], [15]–[17]. A popular distributed
MAC protocol is carrier sense multiple access (CSMA) [18].
Before transmitting in CSMA, nodes must check for medium
activity via carrier sense, which is also known as clear channel
assessment (CCA). Narrowband systems implement CCA by
checking for in-band energy around a carrier, but I-UWB
systems have no carrier. The narrow pulses, low radiated power,
harsh channel conditions, and strict FCC power limits further
complicate CCA for I-UWB systems.

This paper proposes a pulse sensor that overcomes the
challenges of detecting I-UWB medium activity. To operate
similarly to narrowband carrier sense, the pulse sensor should
detect medium activity in unknown channel conditions for
I-UWB signals with unknown phase (i.e., noncoherent de-
tection), unknown modulation, and unknown received energy
level. Further, the implementation should meet three critical
goals: 1) quick detection within a few symbols, 2) reliable
detection with a low probability of false alarm and high prob-
ability of detection, and 3) efficient detection with moderate
hardware complexity [16]. The proposed pulse sensor meets
these goals and enables distributed MAC protocols for I-UWB
that are analogous to CSMA in narrowband systems. In another
work, we describe these MAC protocols for I-UWB [19].

This paper focuses on the pulse sensor. Section II describes
relevant I-UWB characteristics. It also reviews existing meth-
ods to perform CCA in I-UWB, and it examines existing MAC
protocols for I-UWB and for large ad hoc and sensor networks.
Section III describes our proposed pulse sensor, and Section IV
presents simulation results. Section V concludes this paper.

II. PRELIMINARIES

A. I-UWB

1) Signaling: A narrowband radio modulates data onto a
carrier signal to occupy a narrow frequency band of a few
kilohertz to a few megahertz, and the signal is continuous in
time. The unique signaling of I-UWB represents the dual of
narrowband signaling [1], [2]. A sharp pulse may occupy from
500 MHz to several gigahertz of spectrum, but it only lasts for
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hundreds of picoseconds. The pulse is repeated in a pulse train
at a pulse repetition interval (PRI) that lasts from nanoseconds
to microseconds.

Two popular modulation schemes for I-UWB are orthogonal
pulse-position modulation (PPM), which results in the same
signal constellation as frequency shift keying in narrowband
systems; and binary antipodal amplitude modulation, which
results in the same signal constellation as binary phase-shift
keying (BPSK) in narrowband systems. For PPM, a single
pulse can represent multiple bits or chips. If there are Ns pulse
positions, then the signal represents log2 Ns chips or bits.

For a train of I-UWB pulses, spectral lines appear at integer
multiples of the pulse repetition frequency (PRF) or 1/PRI.
Spectral lines are explained by examining the power spectral
density (PSD) of an I-UWB signal. For any linear modulation,
such as BPSK, pulse amplitude modulation, or ON–OFF keying
(OOK), the PSD (Φss) can expressed as [20]
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where δ is the impulse function, P (f) is the Fourier transform
of the pulse shape p(t), Tf is the PRI, µi is the mean of the
information sequence, and σ2

i is the variance of the information
sequence. From the second term of (1), the spectrum contains
discrete frequency components spaced every 1/Tf , if µi �= 0.
A similar analysis holds for a PPM scheme with Ns pulse
positions of width Tp and probability pk of a pulse appearing
in position k(0 ≤ k ≤ Ns − 1), which has a PSD of [21]
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where

Φii(f) =
Ns−1∑
k=0

pke
j(2πfk). (3)

2) Challenges for CCA: The harsh channel conditions,
unique signaling, and strict FCC power limits complicate CCA
for I-UWB signals. The channel is an important factor in
I-UWB system design. This paper uses the channel model
and methodologies from the IEEE 802.15.3a task group [22].
In general, the multipath channel significantly disperses the
energy of an I-UWB signal over many paths over possibly
hundreds of nanoseconds. Because of the channel, harvesting
(and detecting) the full energy of low-power I-UWB signals is
even more difficult.

For I-UWB systems at both low and high PRFs, the FCC
regulates radiated power, which complicates detection. For
systems with a relatively high PRF, the FCC limits the average
effective isotropic radiated power (EIRP) to −41.3 dBm/MHz.
Because pulses appear more frequently as the PRF increases,
the energy of each pulse must be reduced (as compared to

a system with lower PRF) to maintain an equivalent average
EIRP. The amplitude of the spectral lines also increases with the
PRF; therefore, FCC regulations may further reduce the average
power to compensate for the spectral line peaks.

A lower PRF would allow an increased amount of energy per
pulse and reduce the spectral line amplitude, but the FCC also
regulates the peak power of a single pulse1 (as opposed to the
average EIRP over several PRIs) at low PRFs. This is because
the PRF approaches the bandwidth of potential narrowband
victim receivers, which may become overloaded. For example,
consider a victim receiver with a 1-MHz bandwidth centered
on the frequency of peak I-UWB power. The victim would see
equal peak and average power from an I-UWB signal with a
PRF of 20 MHz. For an I-UWB signal with a PRF of 1 MHz at
the same average power, the victim would see a peak power
about 7 dB larger than the average power, and the peak to
average power ratio further increases with decreasing PRF [23].
Thus, a system designer cannot arbitrarily decrease the PRF to
improve the signal-to-noise ratio (SNR).

B. Methods of CCA for I-UWB

I-UWB systems cannot simply detect energy in a certain
frequency band; therefore, they must use other methods to
perform CCA. Existing methods do not meet our goals of
quick, reliable, and efficient detection. We briefly review some
existing methods below.

A peak detector is a simple method, which holds the peak
value of the signal received within a designated time period.
An I-UWB receiver operates over a wide bandwidth; therefore,
a peak detector is incapable of separating an I-UWB signal
from stronger narrowband signals. This is a problem because
I-UWB may overlay many potential narrowband interferers in
the 3.1–10.6-GHz range.

A matched filter seems like an ideal method to detect a nar-
row I-UWB pulse, because it does not require synchronization
to detect the signal energy [11]. However, an analog matched
filter is not adaptable to dynamic channel conditions and pulse
shapes, and its hardware is complex. A digital matched filter
requires more complicated hardware, including a fast analog-
to-digital converter (ADC) with wide dynamic range. Further,
the digital matched filter requires a long training period and
a large number of taps. Although suitable for reception, the
complexity of a digital matched filter and the inflexibility of
an analog matched filter are unsuitable for the purpose of CCA.

Correlation, which is often used to acquire an incoming
transmission, can also detect I-UWB activity [11]. Correlation
may employ a serial search or a parallel search. In terms of
hardware complexity, serial correlation provides the simplest
circuit for detection. However, serial correlation is slow (pos-
sibly in excess of 1000 symbols) in I-UWB; therefore, it is
unsuitable for the purpose of CCA [11]. Parallel correlation
improves acquisition speed but at the cost of high circuit
complexity; therefore, it is not suitable for CCA. Other meth-
ods, such as nonlinear searches or hierarchical searches, also

1The peak power limit is 20 log(RBW/50 MHz) dBm, where RBW is the
victim receiver’s bandwidth, centered on the UWB peak frequency [25].
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Fig. 1. Network throughput degradation for CSMA as the CCA time increases
in an I-UWB network.

improve detection time at the expense of more false alarms and
increased variance, and the improvement is still inadequate for
the purpose of CCA [24], [25].

An interleaved periodic correlation processing (IPCP) pulse
detection system is particularly useful for harvesting the com-
bined energy of all multipaths. IPCP operates by correlating
the received signal with samples of itself delayed by one PRI
[26]. IPCP is mostly practical for detecting homogenous radar
signals. In I-UWB communications systems, the presence of
intersymbol interference (ISI), cochannel interference, timing
jitter, noise, and modulation (PPM is particularly problematic
for IPCP) all produce differences between successive symbols.
These differences cause the received signal to be less cor-
related with a delayed version of itself, which degrades the
performance.

C. MAC Protocols

To scale to a large number of nodes, ad hoc and sensor
networks generally adopt distributed MAC protocols [8], [9],
[15]–[17]. In a distributed protocol, each node independently
decides to transmit without central guidance. This reduces
control overhead, because there is no central synchronization
(nor is there a central point of failure). Many ad hoc and sensor
networks implement distributed medium access with variations
of CSMA [18]. In CSMA, CCA (via carrier sense) provides
two important services: 1) detecting an incoming packet and
2) checking for a busy channel before transmitting.

Of the I-UWB methods for CCA in the previous section,
the most common is serial correlation, because it does not
increase hardware complexity like a matched filter, and it is
more reliable than a peak detector or IPCP [27]. The simulation
results in Fig. 1 show that the long serial correlation time
degrades network throughput in a linear network of three nodes
A–B–C. All nodes are within range of each other, and A and C
transmit 1024-B packets to B at 1 Mb/s. The number of packets
per packet time follows a Poisson distribution (hence, packet
interarrival times follow an exponential distribution) such that
A and C each transmit at an average rate of 0.5 × offered load,
where offered load is the rate that data arrives at the MAC layer
from an upper layer over all nodes. At 1 Mb/s, a reasonable

Fig. 2. Throughput degradation for CSMA/CA as the acquisition (CCA) time
increases in an I-UWB network.

serial correlation time for I-UWB is between 800 and 1600 µs
(800 to 1600 symbols). Such a long CCA time significantly
degrades throughput compared to narrowband CCA times (on
the order of a few microseconds at 1 Mb/s), because the infor-
mation about the state of the medium is outdated and useless.
Further, the I-UWB network is unstable, i.e., the throughput
decreases as the offered load increases.

To avoid the performance degradation from a long CCA
time, distributed MAC protocols may adopt collision avoidance
[16]. CSMA with collision avoidance (CSMA/CA) manages
collisions through time-duplexed request-to-send (RTS) and
clear-to-send (CTS) packets, which provide a virtual CCA [8].
Serial correlation is often used for acquisition, and CSMA/CA
must acquire two additional packets for each transaction. The
simulation results in Fig. 2 show the throughput degradation
of CSMA/CA due to the long acquisition time of the RTS
and the CTS packet for an I-UWB radio. Fig. 2 assumes the
same configuration as Fig. 1. The CSMA/CA protocol is more
stable than CSMA, but I-UWB acquisition times between 800
and 1600 µs significantly degrade throughput as compared to
narrowband acquisition times of around 100 µs.

Due to the challenges of a distributed approach, most MAC
protocols for I-UWB are centralized and target small wireless
personal area networks or cellular networks. These centralized
MAC protocols do not depend on CCA as the primary means
to prevent collisions. Instead, a central controller assigns trans-
missions to different channels via time division multiple access
[28], time hopping codes [29], frequency hopping codes [30],
or direct sequence codes [31]. Such approaches are a good
strategy for small networks with heavy traffic and strict quality-
of-service requirements. However, in large ad hoc and sensor
networks, the centralized control does not scale well. The
control traffic significantly increases overhead, thus wasting
bandwidth and energy. Further, because nodes may not be easily
serviceable (e.g., battlefields or industrial monitoring), a central
failure would render useless thousands of deployed nodes. To
avoid central coordination, nodes may determine code channels
distributively by the address of the receiver [32] or the sender
[33]. However, to prevent simultaneous transmissions to a node,
these distributed protocols require control overhead to establish



AUGUST et al.: ENABLING DISTRIBUTED MEDIUM ACCESS CONTROL FOR I-UWB RADIOS 1067

Fig. 3. I-UWB receiver with a pulse sense block.

a link [34], [35]. Further, techniques such as adaptive coding
or ignoring corrupted chips are required to mitigate strong
multiuser interference [36].

III. ARCHITECTURE AND OPERATION

OF THE PULSE SENSOR

Instead of altering I-UWB protocols [29]–[31] to become
more distributed, we propose a pulse sensor to enable funda-
mentally distributed MAC protocols for I-UWB that are similar
to CSMA [18]. The proposed pulse sensor is designed to be
robust to the weaknesses of the CCA methods in Section II. It
detects medium activity quickly, reliably, and efficiently—just
as carrier sense detects narrowband signals in a certain fre-
quency band. Instead of searching for a narrow I-UWB pulse
over a long time period (as in serial correlation), our pulse sen-
sor examines the signal’s unique spectral power components,
which are always present.

A. Architecture

Fig. 3 shows the proposed pulse sensor, which is simple
in hardware complexity as compared to a full receiver. The
pulse sensor shares the front-end filters with the receiver,
and the remaining components of the pulse sensor consume
less than 1% of the total layout area of the receiver. Other
receiver architectures would require the filters in addition to
the pulse sensor. Before explaining the pulse sensor architec-
ture, we briefly describe the overall operation of the receiver
in Fig. 3.

The antenna passes the received signal to a wideband low-
noise amplifier, which feeds the amplified signal to a bank
of typical narrowband resonator filters with the second-order
transfer function 1/(s2 + (kωo)2. A filter captures an in-band
spectral component of the received signal at a center frequency
of fi, where fi = kF0 for an integer k. The fundamental
frequency F0 is determined by an observation period of length
T0 such that F0 = 1/T0. The receiver supports CMOS im-

plementation through frequency domain sampling, which re-
laxes the sampling rate of I-UWB signals [14]. Instead of
reconstructing the signal from discrete samples in time, spec-
tral samples (each containing a frequency, a phase, and a
magnitude) from each filter represent the signal as Fourier
coefficients. Filters with narrower bandwidth produce more
accurate samples. The ADC captures these spectral samples at
the pulse repetition rate, which is much lower than the Nyquist
oversampling rate. The decision block performs multipath en-
ergy harvesting and baseband signal processing. The clock
recovery circuit tracks the optimal point for correlation within a
PRI [34].

The receiver components have been fabricated in a 0.18-µm
CMOS process for low power dissipation and low cost
[35]–[38]. Although the components are not yet integrated,
we believe the fabrication and testing shows the feasibility
of CMOS implementation. Simulations show that the receiver
architecture supports data rates from 1 Kb/s to 1 Gb/s, and
it can achieve a bit error rate (BER) of 2 × 10−4 at a 10-m
link distance in extreme nonline-of-sight (NLOS) channel con-
ditions at a 100-Mb/s data rate [14]. Lowering the data rate
can increase the link distance or improve the BER. Simulations
predict 180-mW power dissipation when active (receiving),
and common power savings techniques such as reduced ADC
resolution or a sleep mode can significantly reduce the power
dissipation [39].

The pulse sensor shares the receiver’s filters. When listening
(as opposed to actively receiving), the system connects the filter
outputs to the pulse sensor instead of the ADC bank. Note
that both the receiver and the pulse sensor depend upon filters
with narrow bandwidth, which is a desirable characteristic for
resonant filters. It may be tempting to design the filters with
wide bandwidth to capture as much signal energy as possible,
but this approach encounters two challenges for pulse sensing.
First, a wideband filter is incapable of separating strong narrow-
band signals from a weak I-UWB signal. Second, a wideband
filter would not respond to the unique regularity of an I-UWB
pulse train.
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Fig. 4. Line spectrum of 100-MHz PRF BPSK impulse train2 with varying information value ratios. (a) Balanced “1” and “−1;” µi = 0. (b) 2% more “1” than
“−1;” µi = 0.02. (c) Squaring circuit; µi = 1.

To overcome these challenges, the filter design assumes a
power-oriented (as opposed to an energy-oriented) approach. It
considers the unique PSD of an I-UWB signal over some time
period. From (1) and (2), a regular pulse train creates strong
spectral lines around integer multiples of the PRF; therefore,
we tune the center frequency of each filter such that fi = nPRF
for an integer n. (Also, from above, fi = kF0 for an integer k;
therefore, F0 should be harmonically related to the PRF.) The
pulse sensor then captures energy from the filters when they
oscillate at harmonic frequencies of the PRF.

Ideally, the filters would be perfect LC resonators (with an
infinite RC time constant), each tuned to an in-band harmonic
of the PRF of the impulse train. In any CMOS filter implemen-
tation, the finite quality factor Q results in a finite RC time
constant and, hence, resonant energy loss over time. Section IV
shows that our CMOS filter implementation is sufficient for
pulse sensing, because 1) an I-UWB pulse roughly appears as
an impulse to the narrowband filters, and 2) the finite Q in the
filters results in an RC time constant that attenuates the output
response slowly enough to detect the signal energy.

For an RC time constant longer than the PRI, successive an-
tipodal pulses may interfere destructively with each other. In the
frequency domain, if an infinite-length BPSK-modulated signal
is perfectly balanced in both polarities, then µi = 0 in (1), and
there is no line spectrum. For a finite-length signal, Fig. 4(a)
shows an indiscernible line spectrum for a balanced sequence
of impulses2 δ(t) at a 100-MHz PRF. To force a line spec-
trum, we can inject a running imbalance in the data sequence.
Fig. 4(b) shows that just a 2% imbalance produces strong
spectral lines with extremely narrow bandwidth. Alternatively,
a squaring circuit at the filter input would impose positive pulse
polarities, thus forcing µi = 1 and producing the strong line
spectrum in Fig. 4(c). For OOK or PPM modulation, the above
remedies are not necessary, because (1) and (2) guarantee the
existence of spectral lines (i.e., nonzero discrete components
in the PSD).

An RC time constant shorter than the PRI may be un-
avoidable in certain technologies. In this case, the destructive

2We plot the line spectrum of δ(t) to show (1) independently of pulse
shape. I{δ(t)} = 1; therefore, P (f) in (1) = 1, and the figures show only
line spectrum.

Fig. 5. Energy detector.

interference between successive pulses will be negligible for
any modulation.

After the filters capture the line spectrum of a signal, the
pulse sensor performs CCA with three additional operations:
energy detection, combining, and thresholding. Energy detec-
tors capture the energy of the filter oscillations caused by pulse
activity at the PRF. Fig. 5 shows that the implementation of
an energy detector can be as simple as an envelope detector
followed by an integrator.

Each energy detector reports the presence or absence of a
spectral power component at a frequency fi. The combiner
then requires the bulk of these spectral power components to
match the low-power footprint of an I-UWB signal. It prevents
false alarms from narrowband interference. The level of the
threshold detector sets the probability of detection Pd and
the probability of false alarm Pfa for the I-UWB signal. Our
pulse sensor considers two possible methods for combining and
thresholding.

Fig. 6(a) shows the first method. The energy detector out-
puts are applied to threshold detectors, which generate binary
values. If the sum of binary values exceeds a value X , then
a pulse is detected. This operation is robust to a strong nar-
rowband interferer. High energy in one frequency band cannot
singularly exceed X because X > 1 (typically, n = 5 to 10
filters and X = �(n+ 1)/2�). The threshold detectors produce
binary values; therefore, the sum and comparator blocks may
be implemented efficiently with digital circuits. This option is
analogous to a hard decision and is termed hard combination.

Fig. 6(b) shows the second option. The outputs of the energy
detectors first pass through limiters so that a strong narrowband
interferer does not dictate the final decision. The analog limiter
outputs are summed with analog circuitry, and the sum is
compared to a threshold. This option produces a more accurate
picture of the spectrum, because it weights spectral components
according to their strength. The implementation requires only
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Fig. 6. Combination and threshold blocks. (a) Hard combination. (b) Soft combination.

one threshold detector, but the limiter and the adder circuits
are analog to avoid multibit ADC’s at the detector input.
This option is analogous to a soft decision and is termed soft
combination.

B. Operation

This section explains the proper operation of the pulse sensor
to ensure a high probability of detection Pd and a low prob-
ability of false alarm Pfa within a short sensing period. First,
to capture the peak oscillation energy, the energy detector in
Fig. 5 should integrate for at least one full PRI. This guarantees
that the energy detectors capture the peak energy, and it also
guarantees that they capture a full filter oscillation. A very fast
PRI would be 1 ns (1/1 GHz), and the period 1/f0 of the longest
filter oscillation can be no longer than 0.32 ns (1/3.1 GHz)
to remain in-band. One PRI (symbol) is a short sensing pe-
riod for any CSMA protocol, e.g., IEEE 802.15.4 specifies an
eight symbol maximum [16], and our simulations show that a
ten-symbol sensing period does not degrade network through-
put. Longer integration periods harvest more signal energy but
also increase power dissipation.

Next, for a single integration result, the pulse sensor may
decide that a signal is present with a probability distri-
bution of pr(x) when the signal is actually present with
a probability distribution of ps(y). Thus, the pulse sensor
makes a decision with joint probability distribution for x, y ∈
[present,not present]. The probability that the circuit de-
cides x = present when y = not present is called the
probability of false alarm Pfa = P (pr(x = present)|ps(y =
not present)). The probability distribution ps(y) is un-
known a priori, and the circuit decides based upon a con-
stant threshold level. Thus, a false alarm occurs due to noise
energy only, and the false alarm probability Pfa is constant.
Likewise, a detection occurs when the circuit decides x =
present when y = present, and the probability of detection
Pd = P (pr(x = present)|ps(y = present)) is constant for
a constant threshold level at a given SNR. When choosing the
threshold level, a designer usually must decide between reduced
collisions (high Pd, high Pfa) and full channel utilization
(low Pd, low Pfa).

The number of “looks” refers to the number of integration
results on which the circuit performs the combination and
threshold operations. The operations take place at discrete
points in time, unlike the continuous time operations of the
filters and the energy detector. Multiple looks will increase Pd

and decrease Pfa at the expense of additional operating time

and power dissipation. Assuming each look is independent,
the binomial distribution describes the probability that N false
alarms (FAs) or detections (Ds) occur within M looks

P (NFAs) =
(
M

N

)
PN

fa (1 − Pfa)M−N

P (NDs) =
(
M

N

)
PN

d (1 − Pd)M−N . (4)

We make the following decision rule: A signal is present if it
is detected at least N times within M looks. With this decision
rule, the cumulative probability distributions are

P cum
fa =

M∑
i=N

P (i FAs)

P cum
d =

M∑
i=N

P (i Ds). (5)

Considering a practical number of looks to be M = 3,
5, or 7, we require that N = �M/2� for detection. Fig. 7(a)
and (b) plot P cum

fa and P cum
d versus the probability for

one look for [M = 3, N = 2]; [M = 5, N = 3]; and [M = 7,
N = 4]. The x-axis represents P cum

d or Pd for one look. The
y-axis shows the corresponding cumulative probability from
(5) over multiple looks. Thus, the plot of p = p designates
the probability for one look. For a well-designed system, we
expect Pd > 0.5 and Pfa < 0.5; otherwise, the performance
is worse than guessing. In Fig. 7(a) for Pfa < 0.5, the cumu-
lative decision always decreases Pfa. The decrease becomes
increasingly more significant for lower Pfa, e.g., Pfa = 0.1
for one look and P cum

fa = 0.0027 for [M = 7, N = 4]. The
cumulative decision increases Pd similarly. In general, larger
M results in better performance but increases sensing time
and power dissipation. We recommend M = 7 as a reasonable
compromise between detection speed, power, and reliability
(high Pd and low Pfa).

IV. RESULTS

We performed system level simulations for the pulse sensor
in Matlab. The implementation realizes seven filters with center
frequencies f0 = 4 GHz, f1 = 5 GHz, f2 = 6 GHz, . . . , f6 =
10 GHz. The circuit parameters are extracted from measure-
ments. The RC time constant is 3 ns in our initial CMOS
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Fig. 7. Cumulative probability distribution of multiple looks compared to a
single look. M is the number of looks, and N is the number of detections
needed to consider a signal present. The line p = p is the probability for a
single look [M = 1, N = 1]. (a) Multiple looks decrease Pfa. (b) Multiple
looks increase Pd.

implementation, and we expect to improve it in future im-
plementations. The PRI is 5 ns, and a rate 1/2 forward error
correcting code results in a 100-Mb/s data rate for BPSK and
binary PPM modulation. We consider two channel models:
CM1 with line-of-sight (LOS) conditions and CM4 with ex-
treme NLOS conditions [22]. Note that the 5-ns PRI can incur
significant ISI because the root-mean-square (rms) delay spread
is 25 ns for channel model CM4. We vary the Eb/N0 from 12
to 20 dB, which corresponds to transmitter–receiver distances
from 10 to 4 m for an 11-dB noise figure at the antenna terminal
as determined by the link budget methodology in [40]. If the
PRI increases from the 5 ns baseline, then the link budget will
improve by 10 log10(PRI′/5 ns) dB, where PRI′ represents any
PRI longer than 5 ns. The link budget improves until around a
50-ns PRI, when the FCC starts to regulate the peak power of
a pulse.

We first derive the theoretical performance of the soft com-
bination scheme in additive white Gaussian noise (AWGN).
When passed through a narrowband filter such as the ones in
Fig. 3, the noise assumes a Rayleigh distribution [41]. For a
fixed threshold voltage VT, the probability that the noise voltage

Fig. 8. Analytical Pd versus Pfa of our pulse sensor in AWGN.

VN exceeds VT, or the probability of a false alarm for one
look, is

PFA = p(VN > VT) =

∞∫
VT

R

σ2
e−

Rr

2σ2 dR = e

(
− V 2

t
2σ2

)
. (6)

When the filters resonate, the output of the filters has a proba-
bility density function that includes both the noise VN and the
filter output VS, and the probability of detection with one look
is [41]

Pd =ps(VS+VN > VT)=

∞∫
VT

R

σ2
e−

Rr+A2
eff

2σ2 I0

(
RAeff

σ2

)
dR.

(7)

The function I0 is a modified Bessel function of zero order.
We denote the effective amplitude of the filter output with
Aeff , which is determined from the impulse response of the
equivalent RLC circuit. In our CMOS implementation,
the equivalent RLC circuit attains a neper frequency α =
(2RC)−1 ≈ 167 MHz, and the lowest resonant frequency f0 =
(LC)−0.5 = 3.1 GHz. Thus, all filters are underdamped be-
cause f2

i > α2 for all i. An underdamped impulse response
results in a sinusoid with an exponentially decaying envelope
due to the power dissipated in the resistance. Some time after
the beginning of a pulse train, the system will reach a steady-
state response (i.e., the filter output attains the same maximum
voltage Vmax). At steady state, the effective average amplitude
of the signal is

Aeff =

PRI∫
0

Vmaxe
−αtdt

PRI · Vmax
(8)

where the envelope of the impulse response of the filter is
Vmaxe−αt. Note that the effective amplitude increases as the
RC time constant (= 0.5/α) increases.

Figs. 8–11 demonstrate the proof-of-concept for the pulse
sensor. The energy detector takes one look at the filter banks
and integrates for 1 PRI or, equivalently, 20/f0. The combi-
nation scheme is soft combination. Fig. 8 shows the analytical
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Fig. 9. Analytical Pd versus Pfa of our pulse sensor in AWGN with the RC
time constant doubled.

Fig. 10. Simulated Pd versus Pfa AWGN.

Fig. 11. Simulated Pd versus Pfa with multipath channel models CM1
and CM4.

performance in AWGN, and Fig. 9 shows that doubling the RC
time constant can significantly improve performance.

Fig. 10 shows the simulated performance in AWGN, and it
closely matches the analytical result of Fig. 8. Fig. 11 shows

Fig. 12. Pd versus Pfa with additional sensing time CM4 Eb/N0 = 12 dB.

the simulated performance under the channel models of CM1
(LOS) and CM4 (extreme NLOS). Note that the addition of the
channel model does not significantly degrade performance from
the AWGN case. This is because the circuit considers the total
spectral energy in the channel; therefore, spreading the total
energy over the multipaths does not significantly affect perfor-
mance. This is a considerable advantage in the dense multipath
environment of I-UWB. The pulse sensor performs slightly
better in CM1 than CM4, and this is because CM4 may contain
multipaths with a large gain as compared to the first path. These
multipaths contribute to spectral power at frequencies other
than fi; therefore, there is some loss in the spectral energy at
each fi.

In the aforementioned simulations, the circuit is practical
in all channel conditions for distances 8 m or less (Eb/N0 >
15 dB). For better performance, the pulse sensor could increase
three parameters: 1) the RC constant, 2) the integration time, or
3) the number of looks. First, the effects of the RC constant are
illustrated in Fig. 9, which shows a significant improvement.
However, as noted in Section III, the RC time constant can
only be extended as far as the technology allows. Second,
if we lengthen the integration time from 1 · PRI to 2 · PRI,
simulations (not shown in any figure) reveal no significant
improvement. This is because of the long baseline integration
time (as compared to 1/f0), and it suggests that the integra-
tion time can be reduced in systems with a PRI less than
the RC time constant. Third, Fig. 12 shows that detection
probability Pd and false alarm probability Pfa can be improved
significantly by increasing the number of looks. Note the
change of scale on the y-axis. Fig. 12 considers the worst-case
channel model of CM4 and an Eb/N0 of 12 dB. The number of
looks M increases to 3, 5, and 7, and the decision is based on
the result of the majority of looks N = �M/2�.

Next, Fig. 13 presents the ability of the hard combination
and soft combination schemes to reject a strong narrowband
interferer. We choose a generic tone interferer [40] because it
disturbs the resonator filters more than a modulated signal. We
increase the interferer’s power level above that in [40] such that
the I-UWB signal-to-narrowband-interference ratio is −10 dB
[42]. The interferer is centered at 5 GHz to activate filter f1.
The multipath channel model is the LOS CM1, and the SNR
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Fig. 13. Pd versus Pfa with strong narrowband interferer CM1 Eb/N0 =
15 dB.

is 15 dB. The hard decision block requires four of the seven
spectral components to be present, and the limiters constrain
the maximum output to 1.8 dB above the average UWB signal
level. For either method, the presence of a narrowband signal
does not significantly degrade performance compared with
other CCA methods.

In Fig. 13, the hard combination method performs best when
Pfa is relatively high, whereas the soft combination method
performs best when Pfa is relatively low. The crossover point
is around Pfa = 5 × 10−3. The reason that hard combination
performs best for high Pfa is that the threshold value is low;
therefore, the narrowband signal may add up to 1.8 dB of
energy into the soft combination block, depending on the
threshold value. This energy alone may be enough to trigger
false alarms and effectively moves the curves in Fig. 13 to the
right. However, the narrowband interferer alone cannot change
the decision of the hard combination block. At low Pfa, the
threshold value is high, and therefore, the narrowband interferer
cannot add as much energy to the soft combination block. Thus,
soft combination yields a better decision. In contrast, the hard
combination block continues to weight all inputs—including
the interferer—equally at low Pfa, so it performs worse than the
soft combination block. The hard combination scheme requires
far simpler hardware, so it is recommended if its performance
is close to that of the soft combination.

Fig. 13 also shows the shortcomings of two of the existing
CCA methods for I-UWB in Section II. With an S/I ratio
of −10 dB, the peak detector’s false alarm rate is high for
any probability of detection. In fact, the Pd versus Pfa curve
looks like a vertical line on the right of Fig. 13. If the S/I
ratio increases by 15 to +5 dB, the peak detector performance
approaches that of the proposed pulse sensor with an S/I ratio
of −10 dB. Next, we simulate an analog matched filter with a
transfer function matched to the pulse shape. Although a digital
filter could adapt to the channel, it is excessively complex for
the purpose of pulse sensing. The matched filter suffers from
a low probability of detection, because the channel distorts the
pulses and spreads the energy over multiple paths.

Next, we separately consider the effects of timing jitter
and multiple transmissions in the channel. Both simulations

Fig. 14. Pd versus Pfa with jitter and multiple transmissions CM1 Eb/N0 =
12 dB.

Fig. 15. Pd versus Pfa for longer PRI, CM4. Also with PPM modulation.

Fig. 16. Mean time to detection versus SNR for a 1-Mb/s data rate in CM4.

consider a 10-m link distance (12-dB Eb/N0) in CM1, use
soft combination, take one look, and integrate over 1 PRI. The
distribution of the jitter is

pε(x) =
{

1/(2∆), −∆ < x < ∆
0, otherwise

(9)
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TABLE I
SUMMARY OF METHODS TO DETECT MEDIUM ACTIVITY FOR I-UWB

where ∆ = 3 × rmsavg, and rmsavg = 5 ps. From Fig. 14,
the added jitter shows no visible deterioration from the case
without jitter in Fig. 11. This is because the filters capture
approximately the same energy, regardless of the jitter. Fig. 14
also shows the drawbacks of the IPCP system in Section II. The
delayed signal forms a noisy correlation template that is further
corrupted by jitter, ISI, and modulation.

Next, we simulate the performance of the pulse sensor in
the presence of multiple transmissions. The circuit sees two
transmissions, and one transmission is delayed by a half-PRI
with respect to the other. Fig. 14 shows that the performance
actually improves, and it is similar to that in Fig. 11 at 15-dB
Eb/N0, because the energy in the channel is doubled.

The next set of simulations provides some insight into the
performance of the pulse sensor at different distances, PRIs,
and modulation schemes. The simulations in Fig. 15 use soft
combination, integrate over 1 PRI, and operate in CM4.

As the PRI increases, the energy of each pulse can increase
while the pulse train maintains the same average power.3 This
allows systems to increase either the Eb/N0 or the range.
Fig. 15 shows the results of extending the PRI to 20 ns. This
increases the Eb/N0 by a factor of 10 log10(20 ns/5 ns) =
6 dB; therefore, the resulting Eb/N0 is 18 dB at 10 m. Note that
performance for this longer PRI improves as compared with the
performance of the system at 10 m under CM4 in Fig. 11, which
has the same average power. Note also that the performance
does not improve as if the Eb/N0 had been increased by 6 dB
with a 5-ns PRI. This is because the filters maintain the same
3-ns RC time constant, regardless of the PRI.

Next, we change the modulation scheme to binary PPM
with orthogonal pulse positions offset by 1 ns. The simulation
conditions are the same as for BPSK with a 20-ns PRI. Fig. 15
shows that the performance of binary PPM closely matches that
of BPSK. This is because performance depends more on the
total energy in the channel than on the modulation scheme.

To further support our claim of quickly detecting medium
activity, we simulate the mean time to detection for a signal with
a 5-ns PRI in CM4 under BPSK modulation. The pulse sensor
performs one look each PRI, and it decides a signal is present
if at least N = �M/2� out of the last M looks are positive.

3At the PRFs in the simulation, there is room for the PRI to increase without
the FCC limiting the peak power of a pulse.

The threshold level results in a Pfa of 10−3 for one look,
and Pfa decreases dramatically with more looks, according
to (5). Fig. 16 shows that, at our maximum link distance of
10 m (SNR = 12 dB), the system detects the signal in an
average of 59.4 ns (11.88 looks). As the SNR increases beyond
12 dB, the detection time converges rapidly to the lowest
possible detection time of 5 ns—the time required for one
look. Note that an actual system implementation would not
behave like the simulation, which increases M and N with time
until N detections are reported. Instead, a designer would set
M and N a priori based on the desired tradeoffs among Pd,
Pfa, power dissipation, and sensing time. Setting M and N
a priori prevent the system from detecting weak signals that
would not interfere, and it also decreases the probability of
false alarm.

Table I summarizes our simulation results for the network
(Figs. 1 and 2) and physical layer (Figs. 8–16) performance
of our proposed pulse sensor and for the CCA methods from
Section II. Recall, we require a pulse sensor to detect medium
activity for an I-UWB signal with unknown modulation, chan-
nel conditions, phase, and received energy level. Further, the
implementation should detect the signal quickly, reliably, and
efficiently.

V. CONCLUSION

I-UWB is an attractive radio technology for ad hoc and
sensor networks. Large ad hoc and sensor networks often
implement distributed MAC protocols based on CSMA. I-UWB
systems have no carrier, and the low duty cycle, low power,
strict FCC power limits, and harsh channel conditions further
complicate CCA.

We propose a pulse sensor that is the only method in
Table I to meet the three critical goals of quickly, reliably, and
efficiently performing CCA in an I-UWB network. Simulations
and analysis of the proposed architecture show that the pulse
sensor is practical. The key idea of the pulse sensor is to
examine the spectral power components of an I-UWB signal.
Unlike analog matched filtering, the proposed pulse sensor
circuit does not rely on a stored template signal; therefore, it
does not have to dynamically adapt to changing channel condi-
tions or distortions of the pulse shape. Unlike IPCP, the circuit
is insensitive to multipath interference, in-band interference,
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ISI, and timing jitter. Further, the pulse sensor can coexist
with strong narrowband interferers, whereas a peak detector
cannot. The implementation is much less complex than a digital
matched filter or parallel correlation, and it does not require
sampling or synchronization. Finally, the pulse sensor is faster
than digital matched filtering or serial correlation by orders of
magnitude.

The proposed pulse sensor enables fundamentally distributed
MAC protocols for I-UWB that are analogous to CSMA in
narrowband systems. Thus, the pulse sensor allows large ad hoc
and sensor networks to take full advantage of the benefits of
I-UWB radios.
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